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Abstract. Verification algorithms are among the most resource-intensive
computation tasks. Saving energy is important for our living environment
and to save cost in data centers. Yet, researchers compare the efficiency of
algorithms still in terms of consumption of CPU time (or even wall time).
Perhaps one reason for this is that measuring energy consumption of
computational processes is not as convenient as measuring the consumed
time and there is no sufficient tool support. To close this gap, we contribute
CPU Energy Meter, a small tool that takes care of reading the energy
values that Intel CPUs track inside the chip. In order to make energy
measurements as easy as possible, we integrated CPU Energy Meter into
BenchExec, a benchmarking tool that is already used by many researchers
and competitions in the domain of formal methods. As evidence for
usefulness, we explored the energy consumption of some state-of-the-art
verifiers and report some interesting insights, for example, that energy
consumption is not necessarily correlated with CPU time.
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1 Introduction

There is a strong demand to save electrical energy, of which nowadays a large
portion is used by computational processes. Most importantly, we need to protect
the environment that we live in, but we also need to consider that energy usage
is one of the most important cost factors in data centers: after computing devices
are purchased and installed, the operational cost is dominated by the cost of
consumed electrical energy. And since most of the used electrical energy is turned
into heat energy, there is follow-up cost for the cooling system, which sets the
limits of used energy for each rack in a data center [16].

In order to control energy consumption, we first need to measure it. Work in
the area of green software engineering identified a lack of data and insufficient
tool support [12]. Energy consumption of an algorithm is often reduced to CPU
time, which seems to be a natural choice at a first look, but after more accurate
measurement we know that this reduction leads to wrong conclusions.

Why is energy usage of verification algorithms not measured but only CPU
time? Most likely it is technically too difficult for researchers to measure energy
consumption, because it would require external hardware that is not common or
because internal energy measurements are not well-known and complex to use.
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In order to provide a solution to this problem, we contribute an open-source
lightweight tool that enables convenient energy measurement for a large range of
modern CPUs. The tool CPU Energy Meter makes it easy and convenient to
access energy measurements done by the CPU for various of its parts. Furthermore,
we integrate energy measurement in the benchmarking framework BenchExec,
which is widely used by researchers and competitions (e.g., [2]).

Using CPU Energy Meter does not require any extra hardware, but accesses
the existing feature for energy measurement called RAPL that Intel CPUs provide.
This convenience comes with a limitation: We can only access measurement values
for those parts of the computing board that the CPU measures, but no external
equipment, such as hard drives and the power supply itself.

Related Work. Energy measurements should be used for algorithm engineer-
ing [1], and there is a strong need for tool support, such as PowerPack [8]. RAPL
is being studied as a measurement method for energy consumption [6, 9, 10, 13, 17],
and energy measurements that are based on RAPL are being developed for specific
scenarios [11, 15, 18, 19] and used to evaluate algorithms [7]. CPU Energy Meter
makes energy measurement conveniently accessible to verification researchers.
The most closely related project is the Performance API (PAPI) analysis library,
which also supports RAPL [19], but this is a large library with a much larger
scope than just energy measurements. In contrast, our tool is a ready-to-use
solution for energy measurements that is easy to install and use.

2 Intel Running Average Power Limit (RAPL)
The Intel Running Average Power Limit (RAPL) [14] is a feature of Intel CPUs
that allows to measure and limit the energy consumption of CPUs. It is available
since the 2nd generation of the Intel Core architecture (code name “Sandy Bridge”),
i.e., on Intel Core i3/i5/i7 2000 and newer, as well as Intel Xeon E3/E5/E7 CPUs.
This covers a wide range of common CPUs for notebooks, desktops, and servers.

One part of RAPL consists of access to a series of hardware counters in which
the CPU accumulates the energy it has consumed. RAPL supports measuring the
energy consumption of so-called “domains”, and up to five domains are supported
by current CPUs: package, PP0, PP1, DRAM, and PSYS. Which hardware units
are included in which domain is not clearly specified by Intel, but in general we
can use the following assumption: The package domain refers to the whole CPU,
the PP0 domain refers to the processor cores, and the PP1 domain refers to other
units such as an integrated graphics unit. The domains DRAM and PSYS may
provide information on the energy consumption of the RAM and other hardware
on the mainboard, but both need special support from the hardware platform
and its values may not be comparable between different systems.

There is no official information by Intel on the precision of the measurements
except that the counters are updated approximately every 1ms. The resolution
of the values varies between the CPUs, but is typically 1

216 J or 1
214 J, i.e., in

the order of 10−5 J. For the first generation of CPUs with RAPL, the energy
consumption was approximated by the CPU and imprecise, but for subsequent
generations the precision had been improved [6, 7, 10].
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3 CPU Energy Meter

Our tool CPU Energy Meter provides access to the energy-measurement features
of Intel CPUs to users. It was developed based on the tool Intel Power Gadget for
Linux 1. Our tool is available as open source under the permissive 2-clause BSD
license and hosted on GitHub 2. Installation packages of CPU Energy Meter
are available for Debian-based distributions (e.g., Ubuntu).

CPU Energy Meter measures the energy consumption of the CPU(s) of a
system for a specific time interval as reported by the RAPL interface (cf. Sect. 2).
In order to ensure the highest possible measurement precision with the lowest
possible overhead, it reads the RAPL energy counters as rarely as possible instead
of using continuous sampling, while at the same time reading the counters often
enough to safely detect and account for counter overflows. Furthermore, our
tool was developed to use a minimal amount of necessary dependencies and
permissions in order to make its installation as easy as possible.

Requirements. CPU Energy Meter requires a system with one or more Intel
CPUs that support the RAPL feature. It needs direct access to the CPUs, thus
running in a virtual machine is not supported. Accessing the model-specific regis-
ters of CPUs with the energy measurements is done via the Linux kernel module
msr 3, which needs to be loaded and provides device files named /dev/cpu/*/msr.

Typically, access to these device files is granted only to the user root. In order
to not need to execute CPU Energy Meter as root, one can change the file
permissions of the device files appropriately (e.g., by granting read permissions to
a group msr and making CPU Energy Meter always execute as this group using
the “setgid” permission). Furthermore, CPU Energy Meter needs the capability
CAP_SYS_RAWIO 4, which can be granted using setcap 5. The installation packages
of CPU Energy Meter attempt to automatically configure the system such
that every user can execute the tool without granting any other non-standard
permissions to users. In any case (whether executed as root or not), CPU Energy
Meter drops all unnecessary permissions as soon as possible using the library
“libcap” 6 in order to reduce any risk related to the non-standard permissions.

Usage. CPU Energy Meter is intended primarily to be used by benchmarking
frameworks, however, manual execution is also possible. When the tool is executed,
it starts the measurements and prints the consumed energy for all supported
domains and CPUs of the system as soon as it is killed via the interrupt signal
or Ctrl+C. Intermediate measurements are printed when the signal USR1 is
received. To manually measure the energy consumption of the duration of a
specific command, one can execute the following command line, for example:

cpu-energy-meter & some_command ; kill -INT %1
1 https://software.intel.com/en-us/articles/intel-power-gadget
2 https://github.com/sosy-lab/cpu-energy-meter
3 http://man7.org/linux/man-pages/man4/msr.4.html
4 http://man7.org/linux/man-pages/man7/capabilities.7.html
5 http://man7.org/linux/man-pages/man8/setcap.8.html
6 https://sites.google.com/site/fullycapable/
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+-----------------------------+
| CPU Energy Meter Socket 0 |
+-----------------------------+
Duration 9.990624 sec
Package 15.898926 Joule
Core 1.695740 Joule
Uncore 0.352661 Joule
DRAM 11.024841 Joule
PSYS 104.778931 Joule

Fig. 1: Example output of CPU
Energy Meter on a single-CPU
system of the SkyLake generation
(with all five domains supported)

This will measure the energy consump-
tion of all CPUs during the whole time that
the specified command is running, regard-
less of whether this energy consumption is
caused by the specified command or by other
processes running in parallel (this is a limita-
tion of the RAPL feature). Thus, measuring
the energy consumption during a specific
time period (e.g., 10 s) can be done by re-
placing some_command with sleep 10.

The output values are given with the
unit Joule, and can be formatted either in
a way that is optimized for being read by
humans (cf. Fig. 1) or parsed by programs.

Integration into BenchExec. We have contributed an integration of CPU
Energy Meter into the benchmarking framework BenchExec [4], because
BenchExec is widely used in the formal-methods community (e.g., SV-COMP [2]).
Starting with version 1.16, BenchExec automatically executes CPU Energy
Meter if the latter is installed, and it reports the energy results in the same
manner as the results of its internal time and memory measurements (BenchExec
supports the creation of CSV tables and interactive HTML tables with plots for
its benchmarking results). BenchExec will report the energy consumption only
if all cores of one or more CPUs are used for each tool execution, because we
cannot distinguish between the energy consumption of individual processes.

4 Applications

The 8th International Competition on Software Verification (SV-COMP’19) [3]
measured energy consumption of verification tools using BenchExec and CPU
Energy Meter and for the first time provided an alternative “green” ranking
based on energy efficiency (CPU-energy usage divided by achieved score). This
ranking was indeed considerably different from the main score-based ranking,
with no overlap between the top three green verifiers and the top three verifiers
in the category “C-Overall”. Furthermore, the winner in the green ranking is two
orders of magnitude more efficient than the last tool in the ranking (64 J per
score point vs. 4 200 J per score point). This shows an enormous potential of
efficiency improvements and energy savings if verification researchers get access
to easy measurements of energy usage.

In the following, we analyze in more detail some energy measurements of
SV-COMP’19, which provides all raw results online 7. We pick the results for
the submissions Cbmc 8 and CPA-Seq 9 across all categories. CPA-Seq is the
winner of the category “C-Overall”, written in Java, and employs several different
algorithms, some of which are partially parallelized. The garbage collector that
7 https://sv-comp.sosy-lab.org/2019/results/results-verified/All-Raw.zip
8 http://www.cprover.org/cbmc/ 9 https://cpachecker.sosy-lab.org/
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Table 1: Selection of Energy Measurements from SV-COMP’19
Cbmc CPA-Seq

RAPL domain Package PP0 (Core) DRAM Package PP0 (Core) DRAM

Average power used per task with regard to wall time (energy divided by wall time):
Min (W) 1.9 1.2 0.63 4.4 3.4 1.6
Max (W) 25 24 5.5 36 35 7.2
Avg (W) 9.7 8.8 2.4 20 19 2.8
Std. Dev. (W) 3.2 3.2 0.71 6.2 6.2 0.48

Average power used per task with regard to CPU time (energy divided by CPU time):
Min (W) 1.8 1.1 0.58 4.2 3.2 0.70
Max (W) 23 22 5.5 17 16 6.8
Avg (W) 9.6 8.7 2.4 9.6 9.0 1.5
Std. Dev. (W) 3.1 3.1 0.74 1.8 1.7 0.60

is used by the JVM adds some more parallelism. Cbmc is written in C++ and
uses bounded model checking in a strictly sequential implementation. Thus, we
expect that the energy consumption of these tools has different characteristics.
SV-COMP’19 executed both tools for 10 522 tasks (CPU-time limit 900 s per
task, Intel Xeon E3-1230 v5 CPU, quad-core with hyper-threading, 3.4GHz, all
8 processing units of the CPU and 15GB of memory were available to each tool
execution, Ubuntu 18.04 64-bit with Linux kernel 4.15 was the operating system).

We now compare the energy consumption of the RAPL domain “Package”
with the CPU time for Cbmc in Fig. 2 and for CPA-Seq in Fig. 3.10 In the plot,
all results that lie on the same line through the origin belong to tool executions
for which the energy consumption per second of CPU time (in J

s = W) was the
same (this would be the average power of the CPU if measuring wall time instead
of CPU time). We provide additional statistics in Table 1 and two graphs that
compare the CPU time and the energy consumption of the two tools in Fig. 4.

Insight: Also for verification tools, high values for CPU time do not imply high
values for energy. Figure 2 has a large vertical area of data points where the
CPU time is close to the time limit. For those verification runs, the energy is in
the range of 2.0 kJ to 15 kJ. This shows that for a specific CPU time, the energy
consumption (and average power, cf. Table 1) for different verification tasks can
vary by a factor of 7.

Insight: Comparing different verification tools regarding CPU time can lead to
different conclusions than energy-based comparisons. The graph on the left of
Fig. 4 compares Cbmc and CPA-Seq regarding CPU time, the graph on the
right compares them regarding energy consumption. The difference between the
shapes of these two graphs shows that looking at the energy consumption when
comparing tools is an interesting addition to comparing only CPU time, and that

10 For CPA-Seq, the CPU time is sometimes higher than 900 s because SV-COMP lets
tools optionally run for more than the time limit in order to print additional statistics
(but any result after the time limit is of course discarded).

130 D. Beyer and P. Wendler



0 200 400 600 800 1 000
0

5

10

15

CPU time for Cbmc (s)

C
P

U
en

er
gy

fo
r

C
bm

c
(k
J
)

Fig. 2: Comparison of CPU time vs.
energy consumption for Cbmc
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Fig. 3: Comparison of CPU time vs.
energy consumption for CPA-Seq
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Fig. 4: Comparison of Cbmc and CPA-Seq with regard to CPU time and energy

the similar statistics on power usage with regard to CPU time (cf. lower part of
Table 1 and Figs. 2 and 3) can be misleading: if the power-usage characteristics
of both tools were the same, the two graphs in Fig. 4 would look similar.

5 Conclusion

Verification algorithms consume large amounts of energy and thus, it is prohibitive
to ignore the energy characteristics of algorithms when comparing their quality.
Although this matter is understood, the verification community does not measure
energy. We believe that this is because measurement of energy is complex and
requires a lot of additional effort. The lightweight tool CPU Energy Meter
fills this gap: It supports reading Intel-RAPL-based energy measurements in a
convenient way and —via integration into BenchExec— using a tool environment
that many verification researchers use anyway already.

An analysis of a large data set from a verification competition invalidates a
wide-spread assumption: the data quickly reveal that energy consumption can
deviate significantly from the consumed CPU time. Thus, it is not sufficient to
measure CPU time.
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Data Availability Statement. A replication package for this article including
CPU Energy Meter and BenchExec is available at Zenodo [5]. Current ver-
sions of CPU Energy Meter are available at https://github.com/sosy-lab/
cpu-energy-meter and https://doi.org/10.5281/zenodo.1300309. The dataset
from SV-COMP’19 [3] that was analyzed in Sect. 4 is available online at
https://sv-comp.sosy-lab.org/2019/results/results-verified/All-Raw.zip.

References

1. Bekas, C., Curioni, A.: A new energy aware performance metric. Computer Science
- R&D 25(3-4), 187–195 (2010). https://doi.org/10.1007/s00450-010-0119-z

2. Beyer, D.: Reliable and reproducible competition results with BenchExec and
witnesses (Report on SV-COMP 2016). In: Proc. TACAS. pp. 887–904. LNCS 9636,
Springer (2016). https://doi.org/10.1007/978-3-662-49674-9_55

3. Beyer, D.: Automatic verification of C and Java programs: SV-COMP
2019. In: Proc. TACAS (3). pp. 133–155. LNCS 11429, Springer (2019).
https://doi.org/10.1007/978-3-030-17502-3_9

4. Beyer, D., Löwe, S., Wendler, P.: Reliable benchmarking: Requirements
and solutions. Int. J. Softw. Tools Technol. Transfer 21(1), 1–29 (2019).
https://doi.org/10.1007/s10009-017-0469-y

5. Beyer, D., Wendler, P.: Replication package for article ‘CPU Energy Meter: A
tool for energy-aware algorithms engineering’ in Proc. TACAS ’20. Zenodo (2020).
https://doi.org/10.5281/zenodo.3679337

6. Desrochers, S., Paradis, C., Weaver, V.M.: A validation of DRAM RAPL power
measurements. In: Proc. Int. Symposium on Memory Systems (MEMSYS). pp.
455–470. ACM (2016). https://doi.org/10.1145/2989081.2989088

7. Dongarra, J.J., Ltaief, H., Luszczek, P., Weaver, V.M.: Energy footprint of advanced
dense numerical linear algebra using tile algorithms on multicore architectures. In:
Proc. Int. Conference on Cloud and Green Computing (CGC). pp. 274–281. IEEE
(2012). https://doi.org/10.1109/CGC.2012.113

8. Ge, R., Feng, X., Song, S., Chang, H., Li, D., Cameron, K.W.: Pow-
erPack: Energy profiling and analysis of high-performance systems and
applications. IEEE Trans. Parallel Distrib. Syst. 21(5), 658–671 (2010).
https://doi.org/10.1109/TPDS.2009.76

9. Hackenberg, D., Ilsche, T., Schöne, R., Molka, D., Schmidt, M., Nagel, W.E.: Power
measurement techniques on standard compute nodes: A quantitative comparison.
In: Proc. Int. Symposium on Performance Analysis of Systems & Software (ISPASS).
pp. 194–204. IEEE (2013). https://doi.org/10.1109/ISPASS.2013.6557170

10. Hackenberg, D., Schöne, R., Ilsche, T., Molka, D., Schuchart, J., Geyer, R.: An
energy efficiency feature survey of the Intel Haswell processor. In: Proc. Int. Par-
allel and Distributed Processing Symposium (IPDPS). pp. 896–904. IEEE (2015).
https://doi.org/10.1109/IPDPSW.2015.70

11. Hähnel, M., Döbel, B., Völp, M., Härtig, H.: Measuring energy consumption for
short code paths using RAPL. SIGMETRICS Performance Evaluation Review
40(3), 13–17 (2012). https://doi.org/10.1145/2425248.2425252

12. Hindle, A.: Green software engineering: The curse of methodology. Tech. Rep.
4:e1470v2, PeerJ PrePrints (2016). https://doi.org/10.7287/peerj.preprints.1470v2

13. Ilsche, T., Hackenberg, D., Graul, S., Schöne, R., Schuchart, J.: Power measurements
for compute nodes: Improving sampling rates, granularity and accuracy. In: Proc.

132 D. Beyer and P. Wendler

https://github.com/sosy-lab/cpu-energy-meter
https://github.com/sosy-lab/cpu-energy-meter
https://doi.org/10.5281/zenodo.1300309
https://sv-comp.sosy-lab.org/2019/results/results-verified/All-Raw.zip
https://doi.org/10.1007/s00450-010-0119-z
https://doi.org/10.1007/978-3-662-49674-9_55
https://doi.org/10.1007/978-3-030-17502-3_9
https://doi.org/10.1007/s10009-017-0469-y
https://doi.org/10.5281/zenodo.3679337
https://doi.org/10.1145/2989081.2989088
https://doi.org/10.1109/CGC.2012.113
https://doi.org/10.1109/TPDS.2009.76
https://doi.org/10.1109/ISPASS.2013.6557170
https://doi.org/10.1109/IPDPSW.2015.70
https://doi.org/10.1145/2425248.2425252
https://doi.org/10.7287/peerj.preprints.1470v2


Int. Green and Sustainable Computing Conference (IGSC). pp. 1–8. IEEE (2015).
https://doi.org/10.1109/IGCC.2015.7393710

14. Intel: Intel 64 and IA-32 architectures software developer’s manual, vol. 3B,
chap. 14.9 (December 2017), available at https://software.intel.com/en-us/articles/
intel-sdm

15. Khan, K.N., Ou, Z., Hirki, M., Nurminen, J.K., Niemi, T.: How much power does
your server consume? Estimating wall socket power using RAPL measurements.
Computer Science - R&D 31(4), 207–214 (2016). https://doi.org/10.1007/s00450-
016-0325-4

16. Scaramella, J., Eastwood, M.: Solutions for the data center’s thermal challenges.
Tech. rep., IDC (2007), available at https://www-935.ibm.com/services/fr/igs/pdf/
idc_opinion_coolblue_wp.pdf

17. Schuchart, J., Hackenberg, D., Schöne, R., Ilsche, T., Nagappan, R., Patterson,
M.K.: The shift from processor power consumption to performance variations:
Fundamental implications at scale. Computer Science - R&D 31(4), 197–205 (2016).
https://doi.org/10.1007/s00450-016-0327-2

18. Venkatesh, A., Kandalla, K.C., Panda, D.K.: Evaluation of energy characteris-
tics of MPI communication primitives with RAPL. In: Proc. Int. Symposium
on Parallel & Distributed Processing (IPDPSW). pp. 938–945. IEEE (2013).
https://doi.org/10.1109/IPDPSW.2013.243

19. Weaver, V.M., Johnson, M., Kasichayanula, K., Ralph, J., Luszczek, P., Terp-
stra, D., Moore, S.: Measuring energy and power with PAPI. In: Proc. Int. Con-
ference on Parallel Processing Workshops (ICPPW). pp. 262–268. IEEE (2012).
https://doi.org/10.1109/ICPPW.2012.39

Open Access. This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution, and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the source,
provide a link to the Creative Commons license and indicate if changes were made.
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Creative Commons license, unless indicated otherwise in a credit line to the material. If
material is not included in the chapter’s Creative Commons license and your intended
use is not permitted by statutory regulation or exceeds the permitted use, you will need
to obtain permission directly from the copyright holder.
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